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Short Abstract 

“Core knowledge”, which comprises early-emerging representations about the physical and social world, 

is canonically considered to be conceptual in nature, reflecting infants’ reasoning abilities. Here we present 

an alternative view — “core perception” — positing that many core representations are inherently 

perceptual. This view is supported by evidence showing that core-knowledge representations of physics, 

geometry, number, and social agents also operate in adult vision, displaying empirical signatures of genuine 

perceptual processes. We argue that the best explanation of such overlap is that many infant results 

appealing to precocious reasoning actually reflect sophisticated perception, reconceptualizing a 

fundamental aspect of the origins of human knowledge. 

 

Long Abstract 

“Core knowledge” refers to a set of cognitive systems that underwrite early representations of the physical 

and social world, appear universally across cultures, and likely result from our genetic endowment. 

Although this framework is canonically considered as a hypothesis about early-emerging conception — 

how we think and reason about the world — here we present an alternative view: that many such 

representations are inherently perceptual in nature. This “core perception” view explains an intriguing (and 

otherwise mysterious) aspect of core-knowledge processes and representations: that they also operate in 

adults, where they display key empirical signatures of perceptual processing. We first illustrate this overlap 

using recent work on “core physics”, the domain of core knowledge concerned with physical objects, 

representing properties such as persistence through time, cohesion, solidity, and causal interactions. We 

review evidence that adult vision incorporates exactly these representations of core physics, while also 

displaying empirical signatures of genuinely perceptual mechanisms, such as rapid and automatic operation 

on the basis of specific sensory inputs, informational encapsulation, and interaction with other perceptual 

processes. We further argue that the same pattern holds for other areas of core knowledge, including 

geometrical, numerical, and social domains. In light of this evidence, we conclude that many infant results 

appealing to precocious reasoning abilities are better explained by sophisticated perceptual mechanisms 

shared by infants and adults. Our core-perception view elevates the status of perception in accounting for 

the origins of conceptual knowledge, and generates a range of ready-to-test hypotheses in developmental 

psychology, vision science, and more. 
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1. Introduction 

Certain aspects of human experience are universal. Physical objects, numerical quantities, geometrical 

layouts, and agents with mental states are all part of the reality that humans everywhere encounter. These 

entities exist and behave following certain regularities. For instance, physical objects move continuously 

through space and time (rather than teleporting between locations), agents have goals that they act to 

achieve (rather than behaving erratically), quantities of objects combine and divide in ways that respect 

mathematical principles, and so on. In accordance with such environmental regularities, the mind appears 

to be equipped with a set of “core knowledge” systems, thanks to which people are sensitive to physical, 

social, numerical, and geometrical features of the world, even in the absence of extensive exposure (Carey, 

2011; Spelke, 2022; Spelke & Kinzler, 2007). Thus, preverbal infants react when hidden objects are shown 

to have spontaneously disappeared (Baillargeon, 1987; Baillargeon et al., 1985), when the number of 

objects revealed behind an occluder does not match the number of objects that initially went behind it 

(McCrink & Wynn, 2004), or when agents act irrationally relative to an obvious goal (Gergely et al., 1995; 

Onishi & Baillargeon, 2005). Such core knowledge is thought to be conserved by natural selection and to 

be part of species’ typical phenotypic outcomes. These systems serve as a foundation for early learning, 

guiding preferences and choices from an early age.  

From the mountains of empirical data collected on young infants over the last 40 years, the existence of 

rich and early-emerging knowledge is increasingly accepted by the field of psychology. But what is the 

nature of this knowledge, and where is its place in the architecture of the mind? On a canonical and highly 

influential interpretation of these data, core knowledge is inherently cognitive, such that infants’ sensitivity 

to physical principles, the social world, number, and geometry results from precocious abilities for 

reasoning about these entities. According to this view, the types of processes underlying such 

representations are similar to those recruited when adults reason about sophisticated notions such as the 

value of an item in a marketplace or the intricacies of its material composition (an analogy given by Spelke, 

1988).  

In contrast to this view, here we argue that, rather than constituting a form of precocious reasoning, much 

of core knowledge is actually an intrinsic part of human perception. So, rather than accounting for how 

infants represent the behavior of objects by analogy with how adults might reason about, for example, a 

complex investment decision, we claim that infants represent physical objects and other “core” entities in 

ways that are similar to how perception (in infants and adults alike) represents the color, shape, or size of 

objects. On our alternative view, then, much of core knowledge consists in the computational principles 

that govern how perceptual processes operate and constrain the kinds of outputs they automatically 
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generate. Put succinctly, instead of thinking of core knowledge as a primitive form of reasoning, we should 

think of much of it as a sophisticated form of perceiving.  

Why think this? One reason is a conspicuous and intriguing suite of findings that has emerged over the 

course of the core-knowledge research program but that has managed to go relatively unexplained: 

strikingly overlapping patterns of performance and error in both infant “cognition” and adult perception. 

For example, the same cohesion violations (i.e., objects no longer maintaining a single bounded contour) 

that cause increased looking times in infants also cause adults to lose track of objects they are attending to; 

the same causal launching events that infants are sensitive to (such as two-object collisions) also drive 

adults’ detection performance in vision tasks; and so on for many similar cases discussed below. Our 

alternative view provides an explanation for this conspicuous overlap between infants and adults: Because 

perceptual processes remain active throughout the lifespan, signatures of core knowledge should indeed 

persist into adulthood. We furthermore predict that core-knowledge processes should display behavioral 

signatures associated with other unambiguously perceptual mechanisms. That is, they should be fast, 

automatic, input-sensitive, informationally encapsulated, and interact with other perceptual processes 

(Fodor, 1983; Hafri & Firestone, 2021; Scholl & Gao, 2013) — properties that are not typically associated 

with reasoning processes (especially when these signatures are considered as a group).  

To start, we provide a historical overview of theories that account for early forms of knowledge by 

appealing to precocious reasoning abilities (Section 2). We then lay out our alternative view, and argue that 

it disrupts, reshapes, and ultimately enriches a long-standing perspective from developmental psychology 

about the nature of core abilities (Section 3). To illustrate how our view is supported by empirical data, we 

focus initially on physical objects and their relations, or “core physics” (Section 4). We next show how this 

framework can be extended to the other core domains of geometry, number, and social agents (Section 5). 

We then address theoretical objections against our framework that arise separately from the positive 

empirical evidence (Section 6). We close by discussing how this reframing of early-emerging knowledge 

and capacities carves a path for exciting new lines of research across cognitive science (Section 7). 

2. The core-knowledge hypothesis 

2.1 Historical overview and core knowledge 

Historically, views on the origins of human knowledge have been dominated by a handful of competing 

theories. On one hand, theories associated with the empiricist tradition see the infant mind starting as a 

“blooming, buzzing confusion” (James, 1890/1981), with richer representations developing with 
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accumulating perceptual experience. Relatedly, according to Piaget’s constructivist theory, the infant mind 

initially lacks sophisticated cognitive capacities and representations, leaving experience as the primary 

driver in creating such representations (Piaget, 1954). Today, however, many conclusions from this early 

work are rejected on the grounds that the tasks used to support these claims require capacities beyond those 

the researchers had intended to study (Lin et al., 2022). For example, Piaget claimed that infants lack 

representations of objects that disappear from view, based on the observation that infants younger than 8–

12 months systematically fail to reach for desirable objects once they become occluded. However, infants 

may very well have been capable of representing occluded objects, but not yet capable of integrating those 

representations with the motor plans required to perform a reaching action.  

In contrast to the empiricist tradition, the core-knowledge view postulates that humans are born with a rich 

but constrained set of representational systems: core-knowledge systems for representing objects, 

geometry, number, and aspects of the social world (Carey, 2009; Spelke et al., 1992; Spelke & Kinzler, 

2007). These systems are thought to have developed through evolutionary processes, to be universal across 

humankind, and to be shared by various other species. This view has been supported in large part by 

empirical studies employing violation-of-expectation (VOE) and habituation methods, making elegant use 

of looking-time data (Baillargeon et al., 1985; Margoni et al., 2024). These methods are based on the 

principle that infants look longer at unexpected events — events that violate their expectations about the 

world, or that differ from a prior habituation phase. Since these methods rely primarily on eye or head 

movements, they are less demanding than Piagetian tasks in terms of executive resources and motor 

planning. Studies employing these innovative methods have revealed, for instance, that 2.5-to-5-month-

olds look longer at events violating fundamental physical laws, such as two solid objects passing through 

one another or occluded objects ceasing to exist (Baillargeon, 1987; Baillargeon et al., 1985), contradicting 

the earlier Piagetian picture. In the decades that followed, these methods likewise have revealed that young 

infants possess a set of sophisticated mental representations not only about physics, but also about 

geometrical, numerical, and social aspects of the world around them (Spelke & Kinzler, 2007; although for 

leading alternative views, see Blumberg & Adolph, 2023; Karmiloff-Smith, 2009).  

2.2 Core knowledge is postulated to be cognitive 

What is the nature of these core-knowledge representations? One foundational distinction in characterizing 

mental processes and representations is that between perception and cognition. Accounts of this distinction 

vary in their details (Clarke & Beck, 2023), but most tend to rest on differences in inputs, outputs, and 

procedures for generating outputs based on inputs (see especially Fodor, 1983). Perception is traditionally 

conceived as a process that takes a narrow range of inputs directly from sensory apparati (or other perceptual 
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processing stages), automatically applies stereotyped and inflexible “inference” rules over those inputs, and 

generates outputs which are fed into other perceptual modules or downstream cognitive systems. At the 

other end of the spectrum, cognition is conceived of quite differently: Purely cognitive processes (e.g., that 

might underlie planning a vacation) typically operate over a large range of input types, apply rules or 

heuristics which can be flexibly altered by background knowledge, expectations, or desires, and generate 

outputs that are globally available for action, inference, linguistic expression, or subsequent chains of 

thought. We expound upon these criteria in Section 3.2, but the above discussion may be sufficient for an 

initial grasp of the distinction. 

Core-knowledge theorists’ views about the nature of core systems have evolved over time. In the early days 

of core-knowledge theory, many researchers posited that core knowledge is exclusively conceptual.1 For 

instance, Spelke (1988) held that “objects are conceived: Humans come to know about an object’s unity, 

boundaries, and persistence in ways like those by which we come to know about its material composition 

or its market value.” Spelke articulated this view in opposition to the alternative, that “objects are perceived: 

that humans come to know about an object’s unity, boundaries, and persistence in ways like those by which 

we come to know about its brightness, color, or distance.” Terms used by other researchers in this early 

literature bore similar themes: Infants “understand” that objects continue to exist when hidden (Baillargeon, 

1986; Baillargeon et al., 1985; Hood & Willatts, 1986), “judge” that an object cannot pass through a screen 

(Baillargeon, 1987), and so on.  

The 1990s brought further refinement to the core-knowledge view. Many discussions allowed that some 

primitive perceptual processing must trigger or enable the engagement of core-knowledge processes (Carey, 

2009; Carey & Spelke, 1996; Carey & Xu, 2001), because “if human reasoning depends on domain-specific 

knowledge systems, then reasoners face a crucial task: They must single out the entities to which each 

system of knowledge applies” (Carey & Spelke, 1994). Early perceptual processes were thus entrusted with 

the function of identifying specific classes of “core” entities (objects, agents, etc.). These entities then 

supposedly fed into the core systems, which still were construed as cognitive processes (Carey, 2009). 

Spelke’s own view has evolved still further: “I once proposed, wrongly, that objects are not grasped by a 

perceptual system but by the only alternative of which I could conceive: a system of central cognition, like 

our systems of explicit reasoning about objects and their mechanical interactions” (Spelke, 2024). On this 

refinement, “core knowledge systems [...] combine some, but not all, of the properties of mature perceptual 

systems and belief systems”, but “differ from all perceptual systems in crucial ways” (Spelke, 2022; for a 

 
1 To characterize their views on core knowledge, scholars have used terms such as “conceptual”, “cognitive”, or 
“reasoning”. While these terms do not refer to precisely the same mental processes, they all typically refer to processes 
that are not perceptual, which is the central distinction we are concerned with here. 
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similar view, see Xu, 2019). In other words, although this view now accepts that core knowledge is not 

exclusively cognitive/conceptual (which we agree with), it is decidedly not perceptual either (which we 

disagree with, as we clarify below). Other authors have wrestled with similar issues in recent discussions 

regarding the nature of core knowledge, inviting further theoretical development: “One issue I struggled 

with in writing TOOC [The Origin of Concepts] was differentiating between the senses in which core 

cognition representations are perceptual and the senses in which they are conceptual. [...] Here is one place 

where there is much work to be done” (Carey, 2011). 

What is crucial about the above discussion is that the core-knowledge view has consistently committed 

itself to two claims across its various formulations. The first claim is that the infant mind is populated with 

a rich set of representations about objects, geometry, number, and social agents — a claim that, we agree, 

is convincingly supported by abundant empirical findings. The second claim concerns the nature of these 

representations. While this aspect of the view has shifted over the years (and has not settled on a consensus 

even today), one point is clear: All perspectives on core knowledge reviewed above agree that its 

representations are not perceptual. This is what we challenge here.  

3. A new perspective: Core perception 

3.1 Perception is more sophisticated than commonly assumed 

One key reason why core knowledge is commonly considered cognitive (or at least non-perceptual) is a 

pervasive assumption that perceptual processing delivers only lower-level properties to the perceiver — 

Spelke’s “brightness, color, or distance” (1988). On this view of perception, it is indeed hard to imagine 

how a purely perceptual process could output representations of objecthood, physics, agency, and other 

properties and contents represented by the infant’s mind. In contrast, however, we argue — in large part on 

the basis of recent empirical results — that perception is far more sophisticated than traditionally assumed, 

trafficking in rich representations beyond low-level properties. In other words, we claim not only that 

perceptual representations serve as inputs to core-knowledge processes, but also that many core-knowledge 

representations are literally perceptual themselves. On this view, perceptual representations encompass 

more than merely “the spatially extended, perceptible surface layout [built] from incoming sensory 

information” (Spelke, 2022). Instead, perception also incorporates representations that are traditionally 

considered far beyond the scope of perception (including “what the sensed world consists of: what entities 

inhabit it, how those entities behave…”; Spelke, 2022). 
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The idea that a core-knowledge representation could be entirely perceptual may at first blush seem 

counterintuitive. Consider, for example, a study conducted by Spelke et al. (1992). In this study, infants 

saw an object being dropped behind a screen where a horizontal surface was present (Figure 3a), and 

expected the object to end its course atop the surface, as opposed to below it (thus respecting object solidity). 

Intuitively, it may seem that forming this expectation would require reasoning over conceptual 

representations, for at least two reasons. First, the dropped object and part of the surface were occluded 

from view, such that infants could not directly observe whether a physical violation occurred. Second, 

inferring the final position of the object based on physical laws sounds like a sophisticated inference — one 

that could be an exercise in a physics class. Accordingly, scholars have considered the fact that a 

representation can enter into inferences as a key criterion to judge that these representations are conceptual 

(Carey, 2009), or at least non-perceptual (Xu, 2019). Thus, could perception itself really make use of 

physical constraints to infer the final position of an object?  

As appealing as they may seem, these intuitions are precisely those challenged by both classical and 

contemporary findings from the science of visual perception. First, and fairly straightforwardly, visual 

processing is not restricted to the information present in retinal stimulation. We return to this point in 

Section 6.1, but here are some quick and uncontroversial examples: Although our retina contains an area 

without photoreceptors, we do not perceive a hole in our visual field, because our visual system 

automatically fills in this area (i.e., the “blind spot”) — and in surprisingly sophisticated ways that 

incorporate higher-order patterns from the surrounding input (Anstis, 2010). Perception also fills in 

scotomas and creates continuities over blinks and saccades — phenomena which demonstrate that percepts 

can be created by the visual system in the absence of corresponding retinal input (Komatsu, 2006; 

Teichmann et al., 2021). Second, we also know that the visual system implements complex processes that 

are often considered “inferential” in the sense relevant here. Consider depth perception. We can certainly 

reason that, by virtue of the principles of optics, an object growing bigger in our visual field is likely getting 

closer to us, or that occluding surfaces must be nearer than what they occlude. These principles might seem 

to involve sophisticated inferences; yet they describe precisely how the visual system automatically and 

effortlessly computes depth (Cutting & Vishton, 1995; Goldstein & Brockmole, 2016; Regan & Beverley, 

1979): Your visual system itself “understands” that looming objects are likely headed your way, and that 

occluders must be nearer than what they occlude. Our view is that core-knowledge computations function 

in analogous ways to computations for the blind spot or depth: As sophisticated as these processes may 

seem, they are embedded in perception itself. 
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3.2 So what is (and is not) a perceptual process? 

How do we know whether a process counts as perception?2 As explained above, perceptual processes may 

traffic in information that is not immediately present in sensory stimulation, and they can also carry out 

surprisingly sophisticated inferences — so these aspects cannot themselves adjudicate whether or not a 

process is perceptual. One might also be tempted to decide whether a process is perceptual based on the 

kind of content processed: Your reasoning about the global economy would be conceptual because it 

implicates abstract concepts that cannot be cashed out in terms of sensory inputs, while your seeing colors 

would be perceptual because they can be cashed out in this way. More generally, it may be tempting to 

think that abstract representations are necessarily non-perceptual: “They [core-knowledge systems] are not 

sensory or perceptual systems, because they serve to represent abstract properties and relations” (Spelke, 

2022). However, content also is not a foolproof criterion for identifying perceptual processes, for two 

reasons. First, we do not only see visual contents such as color and shape; we can also think and talk about 

them, and make judgments on their basis — such as when we consider what color to paint a bedroom, or 

how to assemble the pieces of a puzzle. Second, and conversely, the fact that a content is abstract (e.g., 

another agent’s goal) is also not foolproof evidence that the process generating that content is conceptual. 

For instance, there is now considerable evidence that facial attributes (e.g., gender, and emotions such as 

fear, happiness, or sadness) are processed within perception (Block, 2023). A compelling line of evidence 

suggests emotional expressions show visual adaptation, such that prolonged fixation on happy faces makes 

neutral faces look sad (Butler et al., 2008; Webster et al., 2004), just like staring at leftward motion biases 

subsequent motion perception rightward. Adaptation effects have also been reported for facial cues to 

gender, and notably, adaptation can transfer between bodies and faces (i.e., adapt to faces and then 

aftereffect on bodies or vice versa; Ghuman et al., 2010; Palumbo et al., 2015; Weigelt et al., 2010), showing 

that it occurs at an abstract level. Thus, the visual system can extract and represent not only “red” and 

“leftward motion”, but also abstract properties such as emotional states or gender. In summary, low-level 

perceptual properties can be represented within systems that are not perceptual, and abstract properties can 

be represented within the visual system. Therefore, content is a poor litmus test for whether a process or 

representation is perceptual. 

 
2 We consider it a prerequisite for a process to be perceptual that it takes sensory input as evidence and outputs 
representations of the distal world. Thus, the present domain of investigation excludes processes such as motor actions, 
processes that take sensory information as input but do not produce a representation of the distal world (e.g., knee 
reflex), or processes that output representations of the external world without sensory input (e.g., imagery or 
hallucinations). 
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So, how can we tell whether a process is perceptual? Several researchers, us among them, have pointed to 

key behavioral signatures that can serve as markers of perception (Hafri & Firestone, 2021; Scholl & Gao, 

2013; see also Block, 2023). These signatures are based on empirical regularities observed across a wide 

array of traditionally accepted perceptual processes: Perceptual processes exhibit most or all of these 

signatures, whereas conceptual processes exhibit few or none of them. These signatures are: (1) Speed: 

Seeing properties such as color or orientation proceeds quite rapidly. For example, we can see that an object 

is big, blue, or bright after very brief exposure (tens of milliseconds) and very little processing time (often 

100–200 milliseconds; Mack & Palmeri, 2015; Thorpe et al., 1996). By contrast, cognitive processes often 

take longer to unfold (e.g., planning a vacation or choosing an appropriate outfit for a social event). (2) 

Automaticity: As long as one encounters a visual stimulus, relevant perceptual processes will operate. 

Consider, for example, when an irrelevant bright light or movement in the periphery captures one’s 

attention, having been processed obligatorily (Yantis, 1993). By contrast, many cognitive processes are 

“optional”, such that they may or may not occur in a given situation. Consequently, as we will see in many 

studies, one way to test automaticity is to show that a given mechanism is activated regardless of whether 

the experimental task is relevant, whether the relevant input is attended to, and indeed even if processing 

that stimulus impairs performance on one’s primary task. (3) Input sensitivity: Small pixel- or millisecond-

scale changes to a visual stimulus may have dramatic effects on the resulting percept. For example, the 

precise alignment of contours in Kanizsa figures can alter, or even eliminate, their illusory shape (Kellman 

& Shipley, 1991). Cognitive processes, in contrast, are often indifferent to such subtle changes in visual 

input. (4) Informational encapsulation: Whereas cognitive processes may be highly sensitive to explicit 

knowledge and background beliefs, perception stands out for its insensitivity to those factors, so much so 

that we may see a stimulus one way even when we know it is not so. For example, in the Müller-Lyer 

illusion (Müller-Lyer, 1889), we perceive two lines as different in length even when we know they are 

identical (e.g., because we have measured them) or even if we are motivated to see them otherwise (e.g., 

because we would be rewarded for doing so). (5) Influence on other perceptual processes: Different 

perceptual inputs may jointly determine and constrain the outputs of perception. In practice, the most 

compelling evidence for this signature arises when an unambiguously perceptual process is affected. For 

example, manipulating an object’s perceived distance can alter its perceived size (e.g., in the Ponzo illusion; 

Ponzo, 1910), and perceptual properties (e.g., motion onset) may facilitate visual search or target detection 

(Abrams & Christ, 2003). The influence of perceptual processes may also carry forward in time, a 

paradigmatic example of which is perceptual adaptation. Adaptation occurs when observing a property for 

a prolonged duration inextricably changes how one sees a subsequent stimulus (as when observing leftward 

motion biases one to see a subsequent static stimulus as moving rightward). Adaptation for a property, 
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especially when retinotopic, is strong evidence for the existence of dedicated visual mechanisms for that 

property (Webster, 2015). 

To illustrate how our signatures distinguish perceptual processes from conceptual ones, we provide one 

example of each. First, consider the computation of depth, an unambiguously perceptual process. This 

process is fast: You can extract stereoscopic depth as quickly as 140 milliseconds after stimulus onset 

(Mononen et al., 2025). It is triggered automatically: You compute the various depths in a scene as long as 

you look at it. It is encapsulated: Even in contexts where you know that the perceived depth is illusory, you 

still cannot will yourself to see otherwise, as shown in classic illusions like the Ames room illusion (in 

which members of your own family may seem implausibly large or small, or appear at the same distance 

when you know this property must be changing; Ittelson, 1952). It is sensitive to low-level details of the 

visual input: The depth cue of binocular disparity itself consists in computing extremely slight differences 

(often mere minutes of arc) between the images that the two eyes receive (Wheatstone, 1838). Finally, it 

influences other perceptual processes: Depth can influence the perception of size, as shown in the Ponzo 

illusion (Ponzo, 1910). Of course, depending on the specific process or representation under consideration, 

the amount of empirical evidence for each signature may vary; for example, even for phenomena that are 

clearly visual in nature (such as the effects observed in the Ames room), there still is no evidence (to our 

knowledge) on how quickly such effects arise. This observation will naturally also be true for many core 

knowledge representations we review below. But key to our claims (that much of core knowledge is 

perceptual in nature) is the observation that there is not only an abundance of evidence for these signatures, 

but also a total absence of evidence against them.  

In contrast to perceptual processes, consider for example the cognitive process of deciding which outfit to 

wear for dinner. This process is slow: You are likely to spend at least minutes (if not much longer) 

considering different combinations of clothing. It is effortful and deliberative, rather than automatic: You 

can decide to not carry out such a mental process. It is relatively insensitive to subtleties in low-level visual 

input: A few arcminutes of difference in the visual angle of your sweater will not drastically influence 

whether you pick it. It is not encapsulated: The process can be influenced by your background knowledge 

of tonight’s temperature, or whether formal attire is required. And finally, the process of selecting an outfit 

does not influence other perceptual processes: Your clothes and yourself will look exactly the same 

regardless of whether you engage in such mental activity. It is worth clarifying that each signature does not 

on its own effectively demarcate the two types of processes. For instance, a fashion designer with 

considerable expertise might evaluate whether a piece of cloth is wearable the moment they see it, and with 

little effort. For this reason, our behavioral signatures are intended to be used as a whole, instead of as 
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individual criteria. To reiterate, a perceptual process would exhibit most or all the signatures, while a 

conceptual process would exhibit few or none of them.  

In what follows, we build on the above list of criteria and review studies showing a striking overlap between 

representations in core knowledge and those in visual perception, first applying this approach to core 

physics and then extending our argument to other core-knowledge domains, namely geometry, number, and 

social agents. These studies show, on one hand, that many core representations display behavioral 

signatures of perception in adults. On the other hand, they also demonstrate that core knowledge in infants 

often exhibits the same capacities and limits as those observed in studies of adult vision. On our view, these 

two lines of evidence together suggest that visual-perception studies in adults and core-knowledge studies 

in infants have essentially been studying the same processes: perceptual processes operating from infancy 

to adulthood. However, to be clear, these findings do not imply that core-knowledge representations play 

no role in infants’ cognitive life. Just like adults can see color but also reason about what color to paint a 

bedroom, “conceptual counterparts” may exist in infants’ minds, too. Our core-perception view diverges 

from other core-knowledge views on the role of perception in this link — what kind of representations are 

computed within perception before cognition takes over. More specifically, based on evidence from core-

knowledge studies and adult vision studies, we contend that perception outputs representations for core 

entities such as object interactions, agency, and other sophisticated contents. 

4. Core physics  

We assemble the case for our perceptual account of core knowledge by first focusing on a prominent domain 

of study: core physics, i.e., representations of objects and their physical interactions. Our aim is to show 

how perception itself incorporates surprisingly sophisticated properties and constraints of physics, and 

moreover that these properties and constraints map with striking consistency to those commonly attributed 

to infant reasoning — both in terms of what these processes do and do not represent, as we will see below. 

4.1 Spatiotemporal continuity 

One property of physical objects is spatiotemporal continuity: Objects move along a single continuous path 

from one moment to the next (regardless of whether they momentarily disappear from view, as in 

occlusion), rather than, for example, teleporting between locations. Core object representations in infancy 

adhere to this principle. Infants thus use spatiotemporal continuity to individuate objects, such that a 

stimulus is represented as one and the same visual object insofar as it traces a spatiotemporally continuous 

path; otherwise (e.g., if the path is discontinuous), multiple objects are postulated. A classic demonstration 
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of this pattern showed 10-month-olds an object emerging alternatingly from behind two occluders separated 

by a gap (Figure 1a). If the object could be seen moving across the gap, infants later expected a single object 

to be revealed, whereas if no object appeared in the gap, then they expected two objects (Xu & Carey, 

1996). Subsequent experiments showed that, in contrast to spatiotemporal discontinuities, changes in 

features are not sufficient for 10-month-olds to postulate the existence of several objects, even when these 

changes are clearly detectable: After seeing two different items (a ball and a duck) emerge in turn from 

behind a single large occluder, infants did not form the expectation that two objects were present behind 

the occluder (Figure 1b). 

 

Figure 1 Spatiotemporal continuity. (a) Infants aged 10 months watched an object (e.g., a duck) moving behind and out from two 
screens separated by a gap. If the duck did not appear in the gap, infants expected two objects to be revealed. If the object appeared 
in the gap (not shown) as if it were moving in a spatiotemporally continuous path, then infants expected one object to be revealed 
when the screens came down (Xu & Carey, 1996). (b) Here, two distinct objects (e.g., a ball and a duck) appeared alternatingly 
from the two sides of a single screen. Infants did not show increased looking time if only one object was revealed (Xu & Carey, 
1996). (c) Adult participants were asked to track a subset of moving objects on a screen. Their performance was maintained even 
when the objects moved behind (visible or invisible) occluders but was diminished if objects teleported across the occluders or 
imploded and exploded at the occluders’ edges (Scholl & Pylyshyn, 1999). The dotted contours represent invisible occluders.  

A strikingly similar pattern arises in adults’ perception, which also prioritizes spatiotemporal continuity 

over superficial features. In the classic “tunnel effect” (Burke, 1952; Michotte et al., 1964), an object moves 

behind an occluder and emerges a moment later, sometimes looking the same and sometimes looking very 

different (e.g., entering as a kiwi and emerging as a lemon; Flombaum et al., 2004). As long as the 

emergence of the object from behind the occluder is spatiotemporally consistent with the previous 

trajectory, adults perceive the two distinct appearances as a single persisting object. This percept is 
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maintained even over dramatic changes to object features, reminiscent of Xu and Carey’s finding with 10-

month-olds.  

Further evidence that adults prioritize spatiotemporal cues when individuating objects is found in multiple 

object tracking (MOT). As moving objects maintain spatiotemporal continuity, approximately four of them 

can be simultaneously tracked (Pylyshyn & Storm, 1988). As in the tunnel effect, tracking is preserved 

even when the objects pass behind visible or even invisible occluders, a type of display compatible with 

spatiotemporal continuity (Scholl & Pylyshyn, 1999; Figure 1c). If however the object “teleports” across 

an invisible occluder — a violation of spatiotemporal continuity — tracking is dramatically impaired. 

Featural information, on the other hand, has much less influence: Tracking performance is not disrupted if 

the tracked targets undergo changes in shape (e.g., morphing from a triangle into a circle; vanMarle & 

Scholl, 2003; Figure 2b), or in color or luminance (Zhou et al., 2010). These studies, as well as the tunnel-

effect studies reviewed above, demonstrate that adult vision prioritizes spatiotemporal information over 

featural information to individuate objects — just like infants.  

Performance in MOT drops substantially in yet further conditions, where objects “implode” or “explode” 

(shrinking out of or growing into existence) as they approach occluders (instead of displaying accretion and 

deletion patterns) — both in adults (Scholl & Pylyshyn, 1999) and infants (Cheries et al., 2005). Object 

tracking is thus sensitive to subtle changes in parameters: The way the imploding/exploding objects 

disappear and reappear matches many low-level properties of genuine occlusion, such as rate of change in 

visible surface area — and yet imploding/exploding is processed very differently from occlusion. Moreover, 

these findings provide a striking example of informational encapsulation: Even though participants knew 

the objects would “survive” having imploded/exploded, they could not track the objects under such 

conditions. Thus, tracking objects based on spatiotemporal continuity possesses multiple signatures of 

perceptual processes, indicating that identifying objects from moment to moment — and relying on 

spatiotemporal continuity to do so — occurs within the visual system. Convergent with this claim, 

neuroimaging research finds increased activation in V1, V2, and V3 during occlusion in positions 

corresponding to the occluded locations, and this increase is disrupted if the objects instantly disappear 

instead of being gradually occluded (Erlikhman & Caplovitz, 2017).  

Another study based on the tunnel effect further supports this picture, providing evidence for all of our 

signatures of perception. In this study, adult participants saw dynamic events in which several objects 

moved repeatedly behind and out from occluders (Flombaum & Scholl, 2006); the participants were tasked 

with detecting occasional color changes to the objects by pressing a key as soon as they saw a color change. 

When an object’s movement and position before and after occlusion was spatiotemporally consistent, the 
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object enjoyed processing advantages: Observers were better at detecting color changes for objects moving 

along a spatiotemporally continuous trajectory as compared to when the object’s reappearance included a 

spatial or temporal gap. These findings demonstrate that object tracking’s reliance on spatiotemporal 

continuity is automatic: Spatiotemporal continuity was irrelevant to the task assigned to participants — 

which was just to detect color changes on objects — yet it still impacted detection performance. Moreover, 

the study also shows that tracking objects on the basis of spatiotemporal continuity is fast. As participants 

were performing the task over several simultaneously moving objects and occluders, it is unlikely that slow 

and effortful reasoning processes could have been recruited to perform this task. Third, the results reveal a 

sensitivity to fine-grained differences in the visual input, as subtle spatial and temporal offsets had outsized 

effects on participants’ performance. Fourth, processing the trajectories of objects influenced other 

perceptual processes, namely, change detection. Fifth, the process is encapsulated from background 

knowledge about the displays, since the effects did not generalize to displays of the imploding/exploding 

type (as in Figure 1c) nor to displays with moving screens and stationary objects, despite the explanations 

provided to participants. 

In summary, existing findings establish that infants and adults prioritize the same visual properties when 

tracking objects through occlusion, and that these properties shape perceptual processing in adults 

performing challenging visual tasks. Such overlap has been noticed by several researchers (Carey & Xu, 

2001; Cheries et al., 2009; Leslie et al., 1998; Scholl & Leslie, 1999), some of whom have argued that the 

same mechanisms of object-based attention guided by spatiotemporal continuity operate both in infancy 

and adulthood. In what follows, we demonstrate that such overlap applies to a host of other representations, 

and to perceptual mechanisms beyond just object-based attention. 

4.2 Cohesion and rigidity 

Objects are distinguished from substances like liquids or sand. This is true in at least two ways: Objects are 

cohesive, whereas substances can split or disperse; and objects are rigid, whereas substances can easily 

change shape. Infants are sensitive to these patterns: They can keep track of two objects lowered behind 

screens (expecting two objects to be revealed), but they fail when the items are substances such as sand — 

even when the objects and substances are matched on low-level properties like color and shape (Huntley-

Fenner et al., 2002; Figure 2a). Crucially, the adult visual system shows a similar limitation: It treats objects 

which retain both cohesion and rigidity as appropriate candidates for visual object tracking, but does not do 

so for substances (which lack those qualities). In vanMarle & Scholl (2003), observers successfully tracked 

approximately four discrete objects in MOT displays. But strikingly, they failed when the items moved as 
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substances would, by turning into a stream when traveling (as if pouring; Figure 2b). This held even though 

the objects and substances moved at the same speeds and along the same paths.  

 

Figure 2 Cohesion and rigidity. (a) Infants were shown sand that was poured in succession behind two occluders (or similar-
looking solid objects that were lowered, not shown). They expected two items to be revealed in the solid objects condition, but did 
not expect two piles in the sand condition (Huntley-Fenner et al., 2002). (b) Adult participants tracked a subset of target objects 
present on the screen. Their performance was impaired if the objects “poured” from one location to another but not if the items 
progressively changed shape (vanMarle & Scholl, 2003).  

Further experiments have demonstrated that even simple and punctate disruptions of cohesion impair infant 

object representation and adult visual processing. When infants see one cracker placed in one container and 

two crackers placed in another container, they generally crawl toward the container with the larger quantity 

(Feigenson et al., 2002). Cheries et al. (2008) introduced an apparently innocuous manipulation to this 

paradigm, in which infants observed one small cracker placed in one container and one large cracker being 

broken in two before the pieces were placed in another container. After this manipulation, infants 

approached the two containers at similar rates, even though one container still had more crackers — and 

more cracker material — overall. In contrast, if infants were initially shown the two already-broken pieces 

without seeing the breaking event itself, they approached the container with two pieces rather than the 

container with just one. Thus, a simple cohesion violation disrupted infants’ representations of objects. 

Crucially, similar effects arise in adult vision. Mitroff et al. (2004) asked what happens to the identity of a 

persisting visual object when it splits into two — a nearly identical cohesion violation to that in the infant 

study above. They did so by exploiting a marker of object maintenance through time: the object-specific 

preview benefit (OSPB), wherein observers are faster to respond to a previously seen target (e.g., a letter) 

if it appears on the same visual object as it did moments before, compared to when it appears on a different 

visual object (Kahneman et al., 1992). In Mitroff et al.’s task, an object visibly splitting in two caused a 

much reduced OSPB relative to when the object remained a single entity, suggesting that the visual system 

failed to treat the two items resulting from the split as persisting parts of the original entity. Moreover, the 

process showed evidence of automaticity, as cohesion impacted performance despite being task-irrelevant. 

Thus, the same cohesion violations frustrate object representation both in infants and in adults, and in adults 

these violations have consequences for visual processing (a pattern also noted by Cheries et al., 2009). 
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Compared to cohesion violations, rigidity violations appear to be less disruptive for object individuation, 

in both adults and infants. As reviewed above, adults’ tracking performance is not typically impaired when 

items morph from one shape to another (vanMarle & Scholl, 2003; Figure 2b). In line with this pattern, 

Huntley-Fenner et al. (2002) showed that when two non-rigid objects (e.g., soft toys) were lowered behind 

two screens, infants expected two objects to be revealed. But if higher cognitive demand was introduced 

such that the soft toys were lowered behind a single screen, infants did not expect two objects to be revealed. 

In contrast, infants failed with both single and double screens in the case of sand — and succeeded in both 

screen setups in the case of rigid objects. Thus, unlike cohesion violations, rigidity violations do not 

systematically extinguish infants’ object representation, even if such violations do make tracking more 

difficult. 

While infants and adults can track objects through changes in surface features or metric shape, rigidity 

violations involving changes in topology appear much more disruptive in both age groups. Shapes belong 

to the same topological class if they are invariant under deformations like stretching or bending; by contrast, 

their topological class is different if such deformations cannot turn one shape into the other. For example, 

a ball and a cube belong to the same topological class, but a ball and a donut do not. Kibbe and Leslie 

(2016) found that 6-month-olds fail to remember the appearance (or even existence) of the first of two 

hidden objects differing in topology, suggesting that the topological contrast increased cognitive load and 

disrupted object individuation. Relatedly, Brun et al. (2017) found that 12-month-olds fail to infer the 

presence of two distinct objects when shown two topologically-distinct items emerging one at a time from 

behind an occluder, even though infants of the same age succeed when shown two differently-shaped 

objects — but sharing the same topology (e.g., a duck and a ball; Xu & Carey, 1996). Remarkably, 

topological changes cause similar disruptions in adults’ MOT (Zhou et al., 2010): Performance drops 

significantly when targets undergo topological changes (e.g., when an “S” figure turns into a “9” figure), 

but not if targets undergo topology-preserving transformations such as color or shape changes. These results 

represent yet another instance of convergence in the visual properties driving object individuation in both 

infants and adults. 

4.3 Solidity  

So far, we have focused on processes involved in tracking individual objects. However, infants’ core 

physics also encompasses principles describing interactions between objects. In particular, the physical 

objects we encounter follow the constraint of solidity: They cannot pass through one another. 

Representations of solidity have been extensively studied by developmental psychologists. As previously 

mentioned, Spelke et al. (1992) showed that after viewing an object dropped behind an occluder, 3.5-month-
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olds expected the object to reappear atop a horizontal surface instead of below it, where the latter would 

have required the ball to pass through the surface (Figure 3a). Similarly, 2.5-month-olds detected a violation 

after viewing a ball rolling horizontally behind an occluder if the ball reappeared beyond a barrier (implying 

that the ball had passed through it; Spelke et al., 1992), and 3.5-month-olds showed surprise when they saw 

a screen rotate through a space occupied by a solid object (Baillargeon, 1987). These results demonstrate 

that preverbal infants expect physical objects to behave according to the solidity constraint. 

 

Figure 3 Solidity. (a) After viewing a ball being dropped behind an occluder (dotted lines), infants aged 3.5 months looked longer 
when the ball was revealed below a solid surface (right), than when it was resting on the surface (left; Spelke et al., 1992). (b) The 
Double Ring Illusion: When viewing a pair of ambiguously rotating rings that can be perceived as moving in 360° or 180° rotations, 
adult observers predominantly perceived 180° co-rotation if the rings were overlapping, instead of 360° co-rotations which would 
require the rings to pass through one another. This preference was disrupted if the rings were separated or gapped. A follow-up 
experiment showed that participants underestimated the maximum width of an overlapping ring more than that of a separated ring, 
in accordance with the fact that overlapping rings should bounce back before reaching the fronto-parallel plane due to their volume 
(Bai & Strickland, 2025).  

The role of solidity representation in vision has long been a topic of theoretical discussion. Indeed, it has 

been suggested that solidity may not operate in vision (Leslie, 1988, 1994; Scholl & Leslie, 1999), due to 

the existence of visual illusions occurring despite obvious solidity violations. For instance, in the Pulfrich 

double pendulum illusion (Wilson & Robinson, 1986; see also the Pulfrich solidity illusion, Bai & 

Strickland, 2023), two swinging pendulums appear to pass through each other when viewed with a 

darkening filter over one eye. The pendulums’ illusory motion is caused by the fact that darker images are 

processed slower in the visual system, and the resultant interocular processing delay displaces stereoscopic 

depth computations (i.e., the Pulfrich effect; Burge et al., 2019; Lit, 1949; Pulfrich, 1922). However, these 

illusions do not demonstrate that solidity is not incorporated in the visual system; instead, they only show 

that the solidity representation can be overridden by stereoscopic depth cues.  

Indeed, a recent study demonstrated that representations of solidity actually do constrain aspects of visual 

perception in adults, in the “Double Ring Illusion” (Bai & Strickland, 2025). Adults were shown 

ambiguously rotating rings that are perceived as multistable — either moving in 360° rotations continuously 

towards one direction, or 180° rotations flipping back and forth (Figure 3b, top row). Crucially, if another 
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ring was added such that the two rings partially overlapped, participants predominantly reported perceiving 

them as moving in 180° co-rotations — disfavoring the 360° co-rotation interpretation that would require 

the rings to pass through each other (thus violating the solidity constraint). Notably, this preference for 180° 

co-rotations was disrupted when the rings were separated or gapped such that no potential solidity violation 

could occur, suggesting that solidity is factored into computations of object motion. In a follow-up 

experiment, participants estimated the maximum width of a rotating ring by adjusting the width of a line 

(Figure 3b, bottom right). The rationale was that, due to their volume, the overlapping rings should bounce 

back before reaching the fronto-parallel plane (where they appear widest), leading to a potential 

underestimation of the maximum (apparent) width of the rings. In contrast, if the rings do not bounce back 

(i.e., moving in 360° co-rotations), this effect should be reduced or eliminated. Indeed, participants 

underestimated the maximum width of overlapping rings more than that of separated rings. This finding 

suggests that the influence of solidity on computations of object motion is automatic, since solidity 

constraints were irrelevant to the simple task of estimating width. The effect was also sensitive to small 

parameter changes such as relative distance and the presence of gaps. And lastly, it interacted with another 

perceptual process, namely size perception. Together, this evidence suggests that solidity constraints are 

genuinely embedded in perception, displaying key signatures of perceptual processes. 

4.4 Causality  

Inspired by Michotte (1946/1963), infant cognition researchers have asked whether and to what extent 

infants appreciate causality in collision-like “launching” events. In such events, an object A moves to 

contact a stationary object B, after which A stops and B begins moving forward along the same trajectory 

as A (Figure 4a, left, top row). These events are considered causal, as such motion patterns are 

spontaneously interpreted as A causing the motion of B. Early work in this area showed that 4.5-month-

olds who had habituated to causal launching events dishabituated more to non-causal displays than did 

infants who had habituated to displays with a spatial or temporal gap at the moment of contact (Leslie, 

1982; Figure 4a). Similarly, after habituating to launching events where the collision occurred behind an 

occluder, infants dishabituated more to displays with a spatial gap than to causal launches (Ball, 1973; 

Spelke et al., 1995). Subsequent work showed that 6-month-olds who had habituated to launching events 

in which A caused B’s motion dishabituated when the objects’ roles reversed (B launched A), but not when 

a temporal gap eliminated the causal interpretation of such events (Leslie & Keeble, 1987; Saxe & Carey, 

2006). These findings demonstrate that infants are sensitive to causal events and treat them differently than 

non-causal events (which are otherwise similar in their motion properties). 
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Figure 4 Causality. (a) Each infant is habituated to one of three displays. In “launching”, a moving object stops when it touches 
another object, which immediately moves off. With a spatial gap, the first object stops and the second starts moving without contact. 
With a temporal gap, the second object starts moving a short while after contact. Only the group habituated with the launching 
display showed longer looking times when tested with a non-causal event (where one object moves away from another, or one 
object approaches another; Leslie, 1982). (b) Following adaptation to causal launching displays, adult participants are more likely 
to report seeing the first disc pass over the second disc when shown an ambiguous display, which can either be interpreted as 
launching or passing (Rolfs et al., 2013). Dotted lines bordering circles are for illustration purposes only and were not present in 
the stimulus. 

The last 15 years of vision science research have provided converging evidence that causality in events like 

those described above is extracted in adult visual processing. Moors et al. (2017) used continuous flash 

suppression to assess the saliency of causal versus closely matched non-causal events like “passing” (e.g., 

one disc moving behind or in front of another; Figure 4b). Participants received different inputs to their two 

eyes: a faint target stimulus in one eye and a strong textured mask in the other. Target stimuli were initially 

suppressed by the mask, but causal events broke into awareness faster than non-causal events, indicating 

that they are privileged by visual processing. Importantly, participants were not asked about causality — 

they were simply asked to respond as soon as they perceived one or more discs — and yet causality 

automatically influenced another visual process, namely interocular suppression. The effect was also 

sensitive to input settings, as the subtle degree of overlap led to strikingly different responses. Likewise, 

Kominsky et al. (2017) showed that subtle changes in object speed can have dramatic effects on adults’ 

ability to find “oddballs” among different causal launching events: Adults better detected events in which 

the speed of the second object was faster than what is physically possible (assuming no internally generated 

force), compared to a control condition where the two objects’ speeds were swapped (i.e., a fast object 
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causing the second object to move slowly, which does not violate Newtonian physics). Notably, this 

advantage vanished if a temporal or spatial gap was introduced at the moment of contact. Lastly, perhaps 

the most striking evidence that the visual system extracts causal events is that causal launches display 

retinotopic adaptation (Rolfs et al., 2013; see also Kominsky & Scholl, 2020). After viewing causal 

launching events in an adaptation phase, observers had to classify ambiguous stimuli (in which A partially 

overlaps B before B moves) as causal launches or non-causal passes (Figure 4b). After adaptation, observers 

classified ambiguous stimuli more often as passes than launches. Remarkably, this only occurred in the 

retinotopic position where stimuli were presented during adaptation. This finding provides strong evidence 

that perception computes causal launching events (see discussion in Hafri & Firestone, 2021, and Phillips 

& Firestone, 2023).  

4.5 Containment and occlusion 

Young infants sort dynamic information into event categories such as containment, occlusion, covering, 

tube events, and others (Baillargeon, 2008; Baillargeon & Wang, 2002; Casasola, 2008). These 

representations then orient attention to certain object features in an event-specific manner. For example, 

when viewing a containment event — such as an object being lowered into a vertically oriented tube — 

4.5-month-olds look longer at physical violations (compared to non-violations) involving object width (e.g., 

an object somehow fitting inside a container that should be too narrow for it). However, they only show 

looking-time increases for object height violations (e.g., an object fitting inside a container that should be 

too short) at 7.5 months of age (see Figure 5a). By contrast, for visually similar occlusion events (where an 

object is lowered behind a tube), infants reliably encode both the height and width of an object by around 

4.5 months of age (Hespos & Baillargeon, 2001; Mou & Luo, 2017; Wang et al., 2004; Wang & Onishi, 

2017). Put differently, the infant’s mind prioritizes object width over object height for containment events, 

but for occlusion events these are given equal priority. 
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Figure 5 Containment and occlusion. (a) 4.5-month-olds were shown a cylinder lowered into a container or behind an occluder, 
which were either taller or shorter than the cylinder. Infants looked longer at the short occluder than the tall occluder, but no such 
difference was found for containers (two left-hand figures; Hespos & Baillargeon, 2001). Experiments involving width were similar 
and are depicted in the two right-hand figures (note that the gray occluder was necessary here, because otherwise the orange objects 
would visibly extend outside the blue container/occluder during the event). Here, 4-month-olds detected the violation for both 
containment and occlusion events (Wang et al., 2004). (b) Adult participants viewed five rectangles (in orange) repeatedly moving 
up-and-down between the top of the screen and inside or behind the containers (in blue). As a rectangle re-emerged from 
inside/behind a container, its height or width changed. Participants detected width changes better than height changes for 
containment events, but this difference was not found for occlusion events (Strickland & Scholl, 2015). 

A study with adults found strikingly similar prioritizations of object features in visual processing 

(Strickland & Scholl, 2015). Participants were shown several rectangles repeatedly moving up and down 

above vertically oriented containers, which the rectangles either fell into or behind before re-emerging 

moments later (Figure 5b). While objects were inside or behind the container, their height or width could 

change, and participants were tasked with detecting such changes. Participants detected width changes 

better than height changes for containment events, while no such difference was found for occlusion events 

— a pattern strikingly similar to that observed in infant studies. Remarkably, this effect arose even for 

participants who reported not noticing the existence of the two distinct event types in the experiment, 

suggesting that the underlying mechanism is automatic and encapsulated from beliefs about the displays. 

Such a process is also sensitive to subtle stimulus parameters, as occlusion and containment events differed 

from each other only by the edges at which the rectangles disappeared, which were separated by only about 

1° of visual angle. 

4.6 Summary 

In summary, the wealth of evidence demonstrating infants’ sensitivity and insensitivity to physical 

properties of objects and events is mirrored by strikingly similar patterns of sensitivity and insensitivity in 

adult visual processing of those same properties of objects and events. Infants expect objects to trace a 

(a) Height violation 
Containment

Height violation 
Occlusion 

(b)

Time

Occlusion event

Time

Containment event

Time Time Time Time

Width violation 
Containment

Width violation 
Occlusion 



23 

spatiotemporally continuous path (even through occlusion), but are less concerned with objects’ featural 

changes for purposes of tracking and individuation; similarly, adults can visually track objects moving in a 

spatiotemporally continuous manner through occlusion, even if those objects change features. Infants can 

represent cohesive objects that are occluded, but struggle with substances; adults can track multiple moving 

discs, but not pouring substances. Infants’ object individuation is sensitive to topological categories; adult 

visual attention is similarly frustrated by topological changes. Infants expect objects to be solid and not 

pass through one another; adult perception makes the same assumption when processing object motion. 

Infants interpret certain events as causal; adult vision shows retinotopic adaptation to the same events. 

Infants prioritize certain physical dimensions in specific events (e.g., containment); adult vision is better 

able to detect changes in the same dimensions and event types. And still other patterns (reviewed above) 

show similar alignment. 

These observations thus constitute a powerful “case study” of our central claim: The reason these patterns 

— many of which are counterintuitive and not easily predictable in advance — arise so consistently in both 

infant cognition and adult perception is that the same mechanisms are operative in both cases. Within the 

adult visual system are embedded physical principles that create the patterns of behavior reviewed above 

— and that visual system is, of course, present in the infant’s mind as well. Our view is thus that what had 

initially appeared to be cases of reasoning in infants in fact reflects the operation of their perceptual systems, 

which turn out to be more sophisticated than our research traditions have assumed. That, in essence, is the 

core-perception view. 

5. Expanding to other core knowledge domains 

Beyond objects and their physical interactions, our view is that a much wider range of core representations 

and processes that have traditionally been considered as purely conceptual should also be re-interpreted as 

reflecting sophisticated perceptual mechanisms. We review a wealth of recent evidence suggesting a 

perceptual basis for core representations of geometry, number, and even aspects of the social world. Across 

these cases, the amount of existing evidence may vary due to the recency of this theoretical view. But we 

argue that, just like representations of core physics, the emerging picture is that such properties are 

genuinely perceived, rather than only conceived. 

5.1 Geometry 

Geometry has traditionally been presented as one domain of core knowledge, based on findings 

demonstrating that toddlers, children, adults, and non-human animals are sensitive to the geometry of their 
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surrounding environment (e.g., Spelke & Kinzler, 2007). Hence, when disoriented, 18-month-olds use the 

shape of the room to reorient (Hermer & Spelke, 1996), prioritizing geometric properties of the room’s 

layout over non-spatial features such as color (Hermer & Spelke, 1994; Hermer-Vazquez et al., 2001; Lee 

& Spelke, 2008). Young children’s navigation is particularly sensitive to certain boundary cues (Lee, 2017) 

such as a 2-cm bump from the ground or objects protruding from walls, but not texture-defined boundaries, 

markings on the floor, or objects detached from walls (Lee & Spelke, 2010, 2011). Similar abilities and 

limitations have been observed in non-human animals (Cheng, 1986; Cheng & Gallistel, 1984; Lee et al., 

2012, 2020), including in animals reared in controlled, circular environments (Brown et al., 2007; 

Chiandetti & Vallortigara, 2008). These findings have suggested an innate and evolutionarily conserved 

origin of these geometric abilities — hence their description as a domain of core knowledge.  

There is now considerable evidence that a system exhibiting the above characteristics also functions in 

adults, and that it displays key signatures of perceptual processing. When asked to reorient in a room while 

verbally shadowing a pre-recorded textual passage (a dual task with verbal interference), adults — similarly 

to 18-month-olds — use the geometry of the room, but not featural cues such as wall colors (Hermer-

Vazquez et al., 1999). Moreover, adults’ visual brain areas are sensitive to the same boundary-defining cues 

that impact performance in children. The scene-selective occipital place area (OPA) plays a causal role in 

representing distance to visual boundaries (Julian et al., 2016), and does so in ways that are tolerant to 

textural differences — corresponding closely to children’s sensitivity to geometry and not features. 

Similarly, the parahippocampal place area (PPA) displays a categorical difference between 2D texture-

defined boundaries and very slight 3D boundaries (Ferrara & Park, 2016). Importantly, the processes 

encoding geometry for navigation exhibit several key signatures of perception in adults. First, they display 

a sharp sensitivity to visual input — as demonstrated by the impact of subtle differences between 2D and 

3D boundaries. Second, they operate rapidly: Adults can extract navigationally relevant properties like the 

spatial openness or closedness of a natural scene within 100 ms, sometimes even before they can detect 

objects in the scene (Greene & Oliva, 2009). Third, global scene properties such as openness and depth 

demonstrate adaptation aftereffects (Greene & Oliva, 2010). Lastly, scene representations are activated 

even when observers are engaged in simple orthogonal visual tasks (e.g., detecting a dot; Bonner & Epstein, 

2017), providing evidence of automaticity. 

Besides their use of geometry in navigation, infants are also sensitive to the geometrical properties of figures 

and objects — leading to the proposal that they possess a second system of core geometry, dedicated to 

small-scale shapes (Dillon et al., 2013; Spelke, 2022; Spelke et al., 2010). Sensitivity to shape features 

traces back to the very first days of life. For example, few-day-old newborns can discriminate between a 

cylinder and a triangular prism, and can visually recognize these shapes after holding them (Sann & Streri, 
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2007). They can also discriminate between objects of different sizes (even when retinal size is controlled 

for; Slater et al., 1990); between lines presented at different orientations (Slater et al., 1991); and between 

coarsely contrasted visual shapes (e.g., cross vs. square; Antell & Caron, 1985; Turati et al., 2003). By and 

large, while the parameters of shape perception continue to be refined throughout childhood and 

adolescence (Jüttner et al., 2014; Pereira & Smith, 2009; Smith et al., 2014), infants’ and children’s shape 

perception still largely overlaps with adults’. For example, 4-month-olds can discriminate vertically 

symmetrical shapes from other patterns (Fisher et al., 1981), a finding reminiscent of adults’ ability to 

rapidly and effortlessly detect symmetric figures or patterns, especially vertical symmetry (Baylis & Driver, 

1994; Palmer & Hemenway, 1978; Wagemans, 1997). Perhaps more impressively, adults and infants alike 

represent the global shape of objects by extracting their skeletal structure, based on their medial axis 

(Ayzenberg & Lourenco, 2019, 2022; Firestone & Scholl, 2014; Lowet et al., 2018). Importantly, in adults, 

sensitivity to the medial axis displays multiple signatures of perceptual processes: It is automatic — skeletal 

sensitivity arises even while observers display no awareness of it (Firestone & Scholl, 2014) — and it can 

influence other typically perceptual processes, like orientation detection and visual search (Kovács & 

Julesz, 1994; Sun & Firestone, 2021). 

Together, these studies suggest that infants are exquisitely sensitive to geometrical properties at both small 

and large scales, and that adults represent these same properties in ways that are genuinely perceptual. It is 

also worth noting that sensitivity to many geometrical aspects has not been systematically investigated in 

both infancy and adulthood, leaving many avenues for further research. For example, when they have been 

disoriented, young children rely on the distances between the walls to reorient, but ignore other geometric 

cues such as the walls’ lengths or relative angles (Lee et al., 2012). Our core-perception view predicts that 

adult vision should display similar sensitivities and insensitivities. Conversely, studies on adult vision have 

unearthed a variety of cues collectively determining shape perception (e.g., Morgenstern et al., 2021); we 

suspect that these same cues may drive infants’ perception as well.  

5.2 Number 

Infants can represent the number of items in a collection in their first year of life (Feigenson et al., 2004; 

Mou & vanMarle, 2014). At 6 months, they detect number changes in visual arrays (Xu & Spelke, 2000) 

or auditory streams (Lipton & Spelke, 2003), even when various non-numerical variables are controlled for 

(e.g., cumulative surface area or spatial density). Infants can also compare numbers across sensory 

modalities: When presented simultaneously with visual arrays and sound sequences, neonates look longer 

when the number of objects they see matches the number of sounds they hear (Coubart et al., 2014; Izard 

et al., 2009; McCrink et al., 2020). Importantly, infants’ number representations are approximate, and their 
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ability to discriminate between two quantities is ratio-dependent. Thus, for instance, 6-month-olds can 

discriminate between 8 and 16 items (a 1:2 ratio), but not between 8 and 12 or between 16 and 24 (a 2:3 

ratio; Libertus & Brannon, 2010; Lipton & Spelke, 2003; Xu & Spelke, 2000). Likewise, in children and 

adults, number discrimination tasks yield psychometric curves governed by ratio (Halberda & Feigenson, 

2008; Piazza et al., 2004; Van Oeffelen & Vos, 1982), and number estimations display scalar variability 

(i.e., the variability of estimates scales with the size of these estimates; Izard & Dehaene, 2008; Sullivan & 

Barner, 2014). Such ratio-dependence is also present in non-human animals (Nieder, 2019) and has been 

taken as evidence for the existence of a core system of number, the “Approximate Number System” (ANS). 

As revealed over the last 15 years, numerosity processing displays key behavioral signatures of perception. 

First, adults extract the numerosity of a visual array after very brief exposure — 16 ms (Inglis & Gilmore, 

2013) — as brief as even the most basic visual properties. Furthermore, number can be decoded from neural 

responses in early visual areas 80 ms after stimulus onset (Fornaciai et al., 2017; Park et al., 2016). Second, 

number exhibits visual adaptation: After staring at an array containing a large number of dots, observers 

underestimate number in subsequent arrays presented at the same retinotopic location (Burr et al., 2018; 

but see Yousif et al., 2024 and Burr et al., 2025 for debates). Interestingly, observers seem to experience 

this effect even when it violates their explicit knowledge, suggesting information encapsulation: In a demo 

released by Burr and Ross (2008), one cannot help but experience two dot arrays as different in number 

after adaptation, all while seeing that the two arrays are made of the same dots — and thus must logically 

be equal in number. Third, numerosity estimation is sensitive to subtle stimulus details. For example, 

people’s estimates are smaller when the dots form regular patterns (Zhao & Yu, 2016), or are grouped in 

small clusters (Im et al., 2016), when some of the dots are connected by a line (Franconeri et al., 2009; He 

et al., 2009), or when the elements are Kanizsa-like figures manipulated to face towards each other (Guan 

et al., 2020). Lastly, numerosity perception is intertwined with perception of other magnitudes such as 

duration and spatial extent, as well as with spatial positions (de Hevia, 2021). For instance, both adults and 

infants are faster to detect a target located on the left following a small numerosity prime, and faster to 

detect a target located on their right following a large numerosity prime (Bulf et al., 2014, 2016). In 

summary, computations of numerosity thus exhibit several signatures of genuinely perceptual processes, 

namely speed, informational encapsulation, input sensitivity, and influence on other perceptual processes. 

Some researchers even consider number as a primary feature processed by the adult perceptual system 

(Anobile et al., 2016). 

Beyond mere quantity estimation or comparison, adults can intuitively perform various tasks on 

numerosities: They can order numerosities, perform addition and subtraction, and compute proportions 

(e.g., Barth et al., 2006; Pica et al., 2004). Similar abilities have been identified in children (Barth et al., 
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2005; Szkudlarek & Brannon, 2021), and even in infants (Brannon, 2002; McCrink & Wynn, 2004, 2007). 

Whether these arithmetic inferences are performed only by higher-level cognitive systems or also by 

sophisticated perceptual processes is currently an open question.  

5.3 Agency and social interaction 

A fourth domain of core-knowledge is concerned with social cognition: Preverbal infants possess 

knowledge about agents’ goals and beliefs, and how agents interact with each other and the world. By 6 

months, infants assume that social agents (but not inanimate objects) are goal-oriented, such that agents 

who reach for an object are expected to reach toward that same object again rather than merely the same 

location (Woodward, 1998, 1999). By one year, infants are likewise able to evaluate the rationality of 

agents’ actions, expecting agents to take efficient and rational paths toward goals (Csibra et al., 2003; 

Gergely et al., 1995; Liu et al., 2019; Skerry et al., 2013). Furthermore, infants can discriminate dyads based 

on whether the agents seemingly engage in social interactions (e.g., two face-to-face bodies versus two 

back-to-back ones; Goupil et al., 2022). Recent work has further shown that infants can differentiate 

“agents” from “patients” in interacting dyads (Papeo et al., 2024), similarly to non-human primates 

(Brocard et al., 2024; Wilson et al., 2024). Infants also differentiate roles in other social events such as 

chasing (Yin & Csibra, 2015) and resource-transfer actions like giving and taking (Tatone et al., 2015, 

2021). 

Perhaps more so than other core-knowledge domains, agency and social interactions may seem to require 

deliberate reasoning, as the properties infants are sensitive to (e.g., goals and roles) may seem particularly 

high-level and abstract. Yet, as we have argued in Section 3.2, representations with abstract content need 

not be generated by purely conceptual processes. Indeed, recent work in adults has revealed that processing 

agents and social interactions also demonstrates signatures of perception (Adams et al., 2010; McMahon & 

Isik, 2023; Papeo, 2020) — part of a broader trend of “vision going social” (Nakayama, 2011). 

One line of adult vision research focuses on the perception of social interaction and agency in moving 

shapes. A canonical example is chasing, in which contingently moving shapes create the vivid impression 

that they possess mental states and are even pursuing one another (Heider & Simmel, 1944). The extraction 

of such social information is informationally encapsulated: While the stimuli clearly consist of simple 

geometric shapes devoid of minds, this knowledge fails to remove the impression of agency. Moreover, 

perception of such interactions appears to be automatic. When participants performed a “foraging” task 

where they controlled a shape to collect dots scattered around the scene, they were slower if the shape they 

controlled was flanked by arrows that appeared to chase it, even though the arrows were irrelevant to the 
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foraging task (van Buren et al., 2016). Chasing percepts are also sensitive to subtle visual parameters, as 

the above effect is disrupted if the chaser’s motion path remains constant but its angle is altered to point 

away from the “chasee” (Gao et al., 2009, 2010). Similar studies have revealed that adult vision is 

additionally sensitive to related notions such as goal-directedness (van Buren et al., 2016) and rationality 

(Gao & Scholl, 2011), mirroring representations of goal-directedness and rationality in infancy. 

Another line of vision research has investigated the perception of facing dyads, and found converging 

evidence consistent with findings in infants mentioned above: People are more sensitive to front-facing 

dyads — as if interacting — than non-facing ones. Thus, two bodies facing one another are automatically 

grouped, but not if they are facing away from each other, leading to visual search asymmetries (Papeo et 

al., 2019). Furthermore, recognition of bodies facing toward but not away from one another is impaired 

when the bodies are inverted, suggesting configural processing of facing dyads (Papeo et al., 2017). 

Crucially, these effects occur even when the task is orthogonal to the presence of social interactions, 

demonstrating the automaticity of such social processing. For example, the grouping effect is found in 

facing bodies when participants are tasked with finding a target individual (Papeo et al., 2019) or with 

simply determining whether the display contains human bodies at all (Papeo et al., 2017). Adults can also 

process social information very rapidly. With a visual exposure as brief as 37 ms, adults can extract social 

event categories between human figures (e.g., tickling and pushing) and the relational structure of such 

events (i.e., identifying the agent and the patient) based on postural cues (Dobel et al., 2010; Hafri et al., 

2013), even when such information is task-irrelevant (Hafri et al., 2018; Vettori et al., 2025).  

Just as looking-time measures demonstrate that preverbal infants differentiate giving from taking actions 

(Tatone et al., 2015, 2021), an adaptation study demonstrates that visual processing also encodes similar 

resource-transfer actions (Fedorov et al., 2018). In this study, after being repeatedly shown videos of a 

giving action, participants perceived an ambiguous action along the giving-throwing continuum as throwing 

(throwing being the action that lies at the opposite end of that continuum). Strikingly, after participants 

underwent the same adaptation phase (to actions of giving), subsequent testing on an ambiguous action 

along a different but related continuum — taking (the opposite of giving) and catching (the opposite of 

throwing) — caused them to predominantly report catching. In other words, even though participants never 

directly adapted to the taking-catching continuum, their repeated exposure to the action of giving activated 

the representation of a contingent action — taking — thus leading to the adaptation aftereffect of catching 

(i.e., the opposite of taking on that continuum). This suggests that the contingent action pair of giving-

taking is embedded in visual processing, and is co-activated during visual adaptation. 
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Other evidence that social information is encoded in adult vision comes from studies on biological motion. 

It is well established that observers can extract a remarkably rich set of individual and social attributes (e.g., 

gender and emotion) from point-light displays, in which only a set of points representing key joints or body 

parts are visible (Blake & Shiffrar, 2007; Pavlova, 2012). Beyond information about single bodies, the 

visual system can also extract information about social interactions such as two agents fighting or dancing 

with each other. In Neri et al. (2006), participants saw two displays masked with noise and selected the 

display containing two agents instead of one. In the crucial control condition, the two agents were 

desynchronized; hence, even though both agents were dancing or fighting individually, their interaction 

was not meaningful. Results showed higher discrimination sensitivity when the two agents were 

synchronized compared to when they were not. This effect was found even though the temporal offset 

between the two conditions was subtle, thus reflecting the perceptual signature of input-sensitivity. The 

process is also automatic, because the task — determining the number of agents — was orthogonal to 

whether the agents were interacting or not. Other work using similar methods reported converging results: 

Participants better detected an agent if another agent was performing a communicative gesture towards the 

former compared to a non-communicative gesture (Manera, Becchio, et al., 2011; Manera, Del Giudice, et 

al., 2011). Together, these studies demonstrate that the spatiotemporal contingencies of human interaction 

are integrated into the visual system’s processing of biological motion. 

Due to the relative recency of psychophysical studies of social perception, many open questions remain. 

For instance, work with infants suggests that they are sensitive to social relationships (Thomas, 2024) like 

dominance (Mascaro & Csibra, 2012; Mascaro et al., 2023; Thomsen et al., 2011) and intimacy (Thomas 

et al., 2022). Future work could explore whether the adult visual system is sensitive to these same 

representations. 

6. Skeptical positions and responses 

The foregoing discussion demonstrates the striking overlap between representations and processes in infant 

core knowledge and adult vision, across multiple domains. Our interpretation of this overlap is that the 

same mechanisms are operative in both cases — sophisticated perception in both infants and adults. 

However, a skeptical reader might worry that, no matter the extent of the empirical evidence for this overlap, 

there are independent reasons to believe that core knowledge cannot be computed in the course of visual 

processing. In this section, we address these worries. 
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6.1 Vision cannot operate over the unseen 

One worry arises from the fact that numerous core-knowledge tasks involve temporarily occluded objects 

(e.g., in the tunnel effect or in containment events). Could visual processes really represent stimuli that cast 

no light onto our eyes? Indeed, they can, and routinely do. Consider the familiar case of partial occlusion: 

When a surface masks part of an object, visual processes fill in the object’s missing portion to represent an 

amodally completed whole. This effect is revealed not only by perceptual phenomenology, but also by 

visual search tasks using masked displays to pinpoint the precise timecourse of the completion process 

(Rauschenberger & Yantis, 2001). Furthermore, such perceptual completion leads to enhanced neural 

activity in regions of the early visual cortex corresponding to the filled-in area (Meng et al., 2005). Another 

example is apparent motion: When two nearby stimuli appear sequentially, visual processing generates a 

percept of a single stimulus traversing a continuous path between the two locations, accompanied by V1 

activation at the unstimulated regions along the inferred path (Muckli et al., 2005). Other examples of 

perceptual filling-in include completion at the blind spot, at a scotoma, and during blinking (discussed in 

Section 3.1), neon color spreading, illusory contours, and so on. Such filling-in can operate over a range of 

visual properties such as color, edge, surface, object, and more (Komatsu, 2006; Teichmann et al., 2021). 

These phenomena effectively demonstrate that vivid percepts can be created by the visual system in the 

absence of corresponding retinal input. 

6.2 Vision can only operate over a (very) short time scale 

While some core-knowledge theorists now accept that “perceptual systems [...] include processes for 

extrapolating visible surfaces behind occluders”, they may still contend that there remains a disanalogy: 

The long “time scales over which object representations are maintained, processed, and integrated” (Spelke, 

2022) would support a “non-perceptual” account of core knowledge (for a similar assumption, see Mandler, 

1988). Indeed, infant studies typically involve occluding objects for many seconds — which may seem like 

a lifetime for perceptual processes. However, perceptual representations can also be maintained for many 

seconds. For instance, it is known that what we presently perceive is systematically biased by our visual 

experience in the past several seconds (as in the phenomenon of serial dependence). Studies have 

demonstrated serial dependence for orientation (Fischer & Whitney, 2014), color (Barbosa & Compte, 

2020), shape (Collins, 2022), and more (Manassi et al., 2023). Some researchers estimate that serial 

dependence effects are robust up to 10 seconds after stimulus presentation (Manassi et al., 2023). In other 

words, perceptual processes are fast, but they can also be far-reaching and create representations that are 

temporally extended. Thus, the fact that object representations are maintained for several seconds when the 
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object is not visible (as when they are occluded) does not rule out such representations being perceptual in 

nature.  

6.3 Perceptual processes cannot be cross-modal  

Another reason to insist that core-knowledge representations must be cognitive is that some early-emerging 

representations appear to transfer across different perceptual modalities (an argument advanced by Spelke, 

2022, and supported by Xu, 2019). For example, newborn infants associate numerosities presented in 

auditory sequences to those presented visually (Izard et al., 2009). Is this not evidence that infants’ 

numerosity representations must be computed by a (central) cognitive system? We think not: Cross-modal 

transfer of this sort is actually a routine occurrence in perceptual systems, without any need to implicate 

cognitive processes. For example, both experimental and modeling work suggests that visual, haptic, and 

auditory information about objects’ size, shape, and position are integrated in automatic and input-driven 

ways: They conform to the relative precision of each sensory modality (Ernst & Banks, 2002), and they are 

contingent on the precise degree of disparity between multisensory cues (Körding et al., 2007). 

Collaboration across senses can even give rise to illusory percepts, as in the McGurk effect, where we 

receive conflicting visual and auditory information: Hearing “ba” while observing a mouth producing “ga” 

results in a percept of “da” (McGurk & MacDonald, 1976). This effect is impervious to higher-level beliefs 

or knowledge (e.g., knowledge that only “ba” is playing), fast (within 100 ms of signal onset; van 

Wassenhove et al., 2005), and sensitive to fine-grained details of the sensory input (as the percept depends 

on the precise temporal characteristics of the stimuli, shape of the speaker’s mouth, etc.; Munhall et al., 

1996; van Wassenhove et al., 2007). The existence of such cross-modal effects within perception is not 

surprising, as we must often process objects’ properties or speech in an “online” manner and in noisy 

environments — and fast, automatic perceptual mechanisms that operate autonomously and integrate 

information from different senses are well-suited to such situations. Integration mechanisms of a similar 

sort are likely in play when newborns match numerosities across vision and audition. Thus, demonstrations 

of cross-modal effects for core representations do not dispel the possibility that such representations are 

perceptual in nature. 

6.4 Core knowledge must be conceptual because it supports conceptual processes 

Another worry appears at the interface between core-knowledge representations and higher-level cognition: 

How could core knowledge be perceptual when such representations have direct effects on unambiguously 

conceptual processes, such as hypothesis-testing behaviors and word learning? Indeed, this argument is 

given explicitly by core-knowledge theorists: “A final property of the core object system distinguishes it 
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from perceptual systems: It supports infants’ efforts to explain the events that they perceive.” (Spelke, 

2022). For example, infants will diligently explore an object after it seemingly violates the solidity principle 

(Stahl & Feigenson, 2015). Similarly, children preferentially associate novel words to objects sharing the 

same shape rather than the same texture (the “shape bias”; Landau et al., 1988). For representations to serve 

exploration or language acquisition, this objection might go, mustn’t they themselves be conceptual (or at 

least non-perceptual) in nature? 

In our view, the crucial point is the following: You can think, talk about, and explore all sorts of entities 

whose representations originate as outputs of perceptual processing. This is true both in straightforward or 

everyday scenarios (e.g., one can think about the colors one sees when mulling over the best color for a 

wall; see Section 3.2), and even in situations that might be characterized as hypothesis-testing and 

exploration. For example, under the yellowish moonlight of a dark night, a glass of water and a glass of 

apple juice might look similar; visual perception outputs an ambiguous color percept consistent with either. 

This ambiguity can naturally lead to hypothesis-testing behavior such as sniffing the beverage to determine 

which one it is. The decision to engage in such exploratory behavior is surely cognitive, but it is nevertheless 

clearly informed by perception. Similarly, when adults are shown physical violations of the sort used in 

infant studies, they may choose to further interrogate the violations detected by their visual system and 

draw hypotheses to explain how the events were generated (e.g., surmising that the researchers used video 

editing software). Likewise, the fact that infants display exploratory behavior following, for instance, 

viewing solidity violations need not mean that solidity constraints are not initially computed within 

perception. Instead, in both infants and adults, inconsistencies (e.g., physical violations) can be detected 

and flagged at the perceptual stage, and then fed into post-perceptual reasoning processes.  

While core representations may eventually be used by higher cognitive processes for purposes such as 

exploration or reasoning, the empirical evidence we have marshaled in this article nevertheless supports the 

hypothesis that many core representations are output by genuine perceptual processes. 

6.5 An unfalsifiable view? 

It is important here to be clear about the scope of the view we are presenting. Our central claim is that many 

core abilities assumed to reside in cognitive processes instead arise from sophisticated perceptual 

processing. However, this does not entail that all such processes and representations are perceptual in 

nature. For example, 4-month-olds expect adults to comfort a crying baby (Jin et al., 2018), but such 

expectations could very well reside wholly in higher cognition, since there is currently no evidence that this 

representation — or more generally morality itself — is computed by perception (for another example, see 
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Firestone & Scholl, 2015; though see also evidence that rapidly extracted visual representations of causality 

and harm may automatically inform moral judgments; De Freitas & Alvarez, 2018; De Freitas & Hafri, 

2024). Ultimately, for any given representation or process, it is an empirical question whether perception 

can process it or not. 

In light of this, one might raise the concern that our view is unfalsifiable, because it is open to the 

possibilities that (1) some core representations are exclusively cognitive, and (2) some core representations 

operate both in cognition and perception (as discussed in Section 6.4). This worry is misplaced. Our 

discussion has showcased a precise set of core-knowledge representations (in Sections 4 and 5) that we 

argue are part of perception. If future evidence reveals that some of these very representations do not operate 

in infants’ perceptual systems, then our view is falsified in those cases. Specifically, if studies show that 

infants’ representation of spatiotemporal continuity, for instance, does not display any key signature of 

perception (so that the processes involved are always slow, optional, and so on), then that strongly 

undermines our view. This consideration also points to the importance of investigating key signatures of 

perception in infants’ core-knowledge processes, a point which we discuss in Section 7.1.  

6.6 Top-down effects of cognition on perception? 

A further objection might also serve as a simple way to explain the overlap between representations in adult 

perception and infant cognition: positing that cognition exerts top-down effects on perception. On this view, 

core representations are thoroughly cognitive, but they then influence how objects, physical interactions, 

geometry, numerical properties, and agents are perceived. However, there are independent reasons to be 

skeptical of such effects. Firestone and Scholl (2016) systematically evaluated the evidence for top-down 

effects reported in hundreds of studies and concluded that all these attempts have suffered from a set of 

pitfalls that undermine such claims.  

For instance, one classic study of this kind reported that wearing a heavy backpack makes hills look steeper 

(Bhalla & Proffitt, 1999), such that spatial perception reflects the organism’s abilities and intentions. 

However, instead of truly perceiving hills as steeper, participants might have guessed the purpose of the 

experiment and responded cooperatively. Indeed, later studies found that if participants were given a cover 

story that prevented them from guessing the purpose of the study, the effect disappeared (Durgin et al., 

2009). Another issue with these studies concerns the measures of perception. For example, it has been 

claimed that knowing the typical colors of objects (e.g., that bananas are yellow) biases perception of those 

objects towards their known colors: When participants adjust an image of a banana to appear gray, they 

actually make it slightly blue (yellow’s opponent color), as if countering some extra yellow added by their 
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minds (Hansen et al., 2006; also Witzel, 2016), whereas this does not occur for a disk (which would have 

no canonical color). However, Valenti and Firestone (2019) showed that when participants select the “odd 

one out” from a bluish banana, a bluish disk, and a gray disk, they choose the gray disk, suggesting they 

did in fact perceive the bluish banana as blue (like the bluish disk), instead of gray. Thus, what appeared to 

be a long-term effect of cognition on perception actually reflected certain response biases (e.g., intentionally 

adjusting away from yellow as a strategy). Additional issues include experimenter biases, other 

confounding factors, and explanations arising from other cognitive systems (Firestone & Scholl, 2015; see 

also Amir & Firestone, 2025). Collectively, these pitfalls account for studies allegedly demonstrating top-

down effects from cognition to perception, such that arguments relying on them may be tenuous. 

7. Looking ahead 

We have reviewed an extensive body of evidence that perception traffics in core-knowledge representations 

which are commonly attributed to non-perceptual cognitive processes. Our view has two primary upshots: 

(1) That many core-knowledge representations are actually perceptual in nature, and (2) that perception is 

more sophisticated than typically assumed, generating surprisingly rich representations across diverse 

domains including objects, physics, geometry, number, and social agents. Such processes display key 

signatures associated with perception per se, including speed, automaticity, sensitivity to subtle aspects of 

sensory input, informational encapsulation, and interaction with other unambiguously perceptual processes. 

In this final section, we draw out further theoretical and practical implications from our view, and point to 

new research directions beyond those outlined earlier. 

7.1 Fruitful dialogues between research fields 

Our framework holds that developmental and perceptual psychologists are often studying the same 

underlying processes (i.e., sophisticated perceptual processes). Thus, an implication of our view is that one 

should be able to generate predictions about adult perceptual performance from infant data, and vice versa.  

Much of the work reviewed above illustrates that such predictions can be successful. For example, Xu and 

Carey’s (1996) classic finding that infants prioritize spatiotemporal continuity over featural continuity 

directly motivated predictions that change detection and MOT should be sensitive to the same principles 

— predictions that turned out to be correct (Flombaum & Scholl, 2006; Scholl & Pylyshyn, 1999). 

Similarly, based on findings that infants’ sensitivity to object dimensions varies by event types (containment 

vs. occlusion; Hespos & Baillargeon, 2001; Wang et al., 2004), Strickland and Scholl (2015) correctly 

hypothesized that adults would show similar patterns in change detection in analogous displays.  
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This exchange has also proceeded in the other direction. For example, Strickland and Scholl (2015) found 

that when containers were turned on their sides, the prioritized dimension also rotated by 90° (i.e., height 

was better detected than width in containment events). Based on this finding, Goldman and Wang (2019) 

discovered that the same pattern holds in infants who see horizontal containment events. Along similar 

lines, work on causality (Kominsky et al., 2017; Leslie, 1982; Michotte, 1946/1963) and dyadic interactions 

(Goupil et al., 2022; Papeo et al., 2017, 2019) also benefited from such considerations. The productive 

back-and-forth between vision and infancy research has deepened our understanding of the underlying 

mechanisms — and continues to do so.  

Along a similar vein, findings in adult vision have benefited research investigating core knowledge in non-

human animals. For example, studies showing that adult vision groups facing dyads together (Papeo et al., 

2017, 2019) directly inspired work finding that macaques prefer to look at displays of facing dyads (of 

conspecifics) over non-facing ones (Goupil et al., 2024). Perhaps most strikingly, newly-hatched female 

chicks also exhibit a visual preference for point-light displays of facing dyads (of hens) over non-facing 

dyads (Zanon et al., 2024). Comparative studies allow researchers to address the (often overlooked) nativist 

claims of the core-knowledge theory, which have been primarily justified by data from young infants, 

leading some developmental researchers to doubt whether core representations are truly innate (Blumberg 

& Adolph, 2023); work in non-human animals helps to rebut this criticism. Dialogues between these 

scientific fields can thus provide important insights into the origins of core representations.  

Our framework additionally generates hypotheses about the neural bases of core knowledge. Under a view 

that considers core knowledge solely a part of higher cognition, one might expect core representations to 

recruit only regions associated with higher-level reasoning (e.g., prefrontal cortex; Wertheim & Ragni, 

2020). By contrast, our view predicts that much of core knowledge may have a basis in functionally specific 

perceptual areas. Indeed, a growing literature has begun to provide just such evidence. For example, 

intuitive physics tasks engage a functionally specific network that includes parietal areas in the dorsal visual 

pathway (Fischer et al., 2016; Pramod et al., 2022). Likewise, specialized areas in high-level visual regions 

have been implicated in other core-knowledge domains, including number (Nieder, 2019), environmental 

geometry (Bonner & Epstein, 2017; Julian et al., 2016), and social interaction (Abassi & Papeo, 2020; 

Gandolfo et al., 2024; Isik et al., 2017). Future work could investigate the developmental trajectory of such 

specialized perceptual areas, as has been done for high-level visual categories such as faces, scenes, and 

number (Buiatti et al., 2019; Deen et al., 2017; Hyde, 2023; Kamps et al., 2020; Kosakowski et al., 2022, 

2024; Nakai et al., 2023; Spriet et al., 2022). 
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Furthermore, our framework suggests an intriguing and — to our knowledge — heretofore unexplored line 

of research: developmental studies explicitly aimed at testing the signatures of perception on core 

knowledge. Though infant research poses substantial challenges for investigating these signatures, relevant 

studies have successfully demonstrated influence on other perceptual processes, input sensitivity, and more. 

For example, creative behavioral studies have revealed patterns of discrimination performance that are 

consistent with categorical perception of color (Franklin, 2013; Franklin et al. 2008), and neuroscientific 

and behavioral methods have been crafted to measure the speed of infant face perception (Gelskov & 

Kouider, 2010; Halit et al., 2004; Hochmann & Kouider, 2022; Kouider et al., 2013). Developmental 

research on core knowledge, however, has seen substantially less work investigating these signatures of 

perception (with perhaps the exception of input sensitivity, which has been explored by, for instance, studies 

on causality and numerosity). Our framework invites researchers to identify the other behavioral signatures 

in processes giving rise to core-knowledge representations. We believe this general approach can be a 

productive next step for uncovering the intricate interplay between core knowledge and perceptual 

mechanisms. 

7.2 The format of core-knowledge representations in perception and cognition 

The existence of sophisticated core-knowledge representations in perception has implications for the format 

of perceptual representations and for how perceptual and cognitive systems interact. A common assumption 

about perception is that it is inherently iconic or “image-like”, such that parts of a representation correspond 

to parts of the represented scene or state of affairs, much like a photograph (Carey, 2009; Dretske, 1981; 

Kosslyn et al., 2006). Recent work broadens this notion, framing iconicity in terms of an analog format — 

where representational elements mirror graded differences in features (e.g., orientation or brightness) 

without requiring holistic, picture-like mappings (Beck, 2019; Burge, 2022; Block, 2023) — and Clarke 

(2022), for example, even suggests that certain core-knowledge representations employ this analog format. 

However, although such formats are well-tailored to encode continuous, low-level visual properties like 

orientation or brightness, they may be ill-suited to capturing the categorical properties central to core-

knowledge systems, such as causality, containment, and the like. By contrast, symbolic formats are better 

suited for this purpose (for a detailed treatment of the iconic-symbolic spectrum, see Greenberg 2023). 

Thus, our core-perception view may implicate a greater role for such symbolic formats in perception than 

has typically been considered. This perspective dovetails with a resurgence of interest in language-of-

thought-like representational formats (Dehaene et al., 2025; Fodor, 1975; Goodman et al., 2014; Sablé-

Meyer et al., 2022) — including in visual perception (Cavanagh, 2021; Green & Quilty-Dunn, 2021; Hafri 

et al., 2023; Quilty-Dunn et al., 2023). Such shared formats would facilitate (and even make less 
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mysterious) the interface between perceptual and conceptual systems, with perception outputting high-level 

representations in a format “immediately consumable by cognition” (Quilty-Dunn, 2020). 

7.3 Perceptual roots of conceptual knowledge? 

In holding that much of core knowledge is perceptual in nature, our framework raises questions and 

hypotheses about the development of conceptual representations. Children and adults have the capacity to 

deliberate and reason about many of the same properties that form core domains; what are the origins of 

that capacity? Although related questions also arise on the traditional view of core knowledge (see, e.g., 

Carey, 2009), different answers to them may be more or less attractive under the framework of core 

perception.  

If much of our knowledge is initially perceptual in nature, then one possibility is that these initial perceptual 

representations serve as the basis for later conceptual representations. In other words, if representations of, 

say, solidity or goal-directedness are initially embedded in infants’ perceptual systems but are not yet 

available for more domain-general reasoning processes, these initial perceptual representations may help 

guide infants to derive corresponding conceptual ones. This hypothesis may at first glance seem reminiscent 

of empiricism (Locke, 1690/1959; Hume, 1740/2000), a prominent view of conceptual development 

postulating that our conceptual repertoire is wholly derived from perceptual experience. However, a crucial 

point of divergence here is that, according to empiricism, the to-be-learned conceptual representations are 

initially absent from the mind in any form (including perceptual), such that learning or acquiring such 

concepts must involve some kind of abstraction process (from low-level properties to high-level ones). In 

contrast, the core perception framework invites us to consider a process of conceptual development that is 

typically absent from empiricist views of the mind — one in which high-level representations that are 

already present in perception are transferred into conceptual systems without the need for constructing or 

abstracting entirely new representational structures.3  

What mechanism might achieve such perception-to-conception transfer? One potential candidate could be 

attention-triggered exploration and learning (in line with what earlier theorists have posited, e.g., Mandler, 

2000). This process could operate in two (non-mutually exclusive) ways. One way is for attention to select 

“natural units” in the environment such as physical objects and agents (Scholl, 2001), with these object-

level units — rather than lower-level properties like brightness, orientations, or edges — handed off as the 

 
3 An alternative possibility is that perceptual and conceptual representations both exist from infancy, but that the 
mapping between perception and conception — i.e., semantic access to the relevant concepts via perception (Fodor, 
1998) — develops over time. On either account, the perceptual representations effectively precede access to their 
conceptual counterparts. 
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primary currency of more general reasoning processes. Thus, for instance, learners may predominantly 

reason about objects that bounce off of each other upon collision, rather than about changes in brightness 

caused by a passing shadow; over time learners may derive a principle pertaining to object solidity and 

causality, rather than a principle related to light intensity. A second way is for attention to flag violations 

to the learner, inviting the learner to gather more information (see discussion in Section 6.4). Supporting 

such a mechanism, it has been shown that speed patterns that violate Newtonian mechanics are found faster 

amongst distractors than speed patterns respecting this constraint (Kominsky et al., 2017), suggesting that 

physical violations do spontaneously capture attention. In infants, it is well established that viewing events 

that display violations leads to prolonged looking time (as shown by studies using the VOE paradigm), as 

well as exploration (Perez & Feigenson, 2022; Stahl & Feigenson, 2015, 2019). Thus, attentional processes 

may be guided by underlying perceptual representations and accordingly direct learners to relevant 

properties in the environment. In doing so, the attention system gives learners greater opportunity to derive 

explicit knowledge about those properties and to develop hypotheses about which perceptual features are 

relevant for gaining semantic access to specific concepts. 

7.4 Conclusion 

Since its emergence four decades ago, the core-knowledge research program has been one of the most 

ambitious endeavors in cognitive science. At its heart, it addresses some of the deepest and most enduring 

questions in the study of the mind: What is the origin of human knowledge? How do our earliest 

representations come to be? How much of what we know is innate, and how much is acquired from 

experience? 

Unlike many ambitious projects, core-knowledge research is a success story. It has yielded mountains of 

converging data, and has served as a wellspring for groundbreaking discoveries in fields as far-ranging as 

psychology, anthropology, linguistics, vision science, computer science, and more. This work has delivered 

compelling answers to many of its motivating questions, and will no doubt continue to do so. 

However, bound up with the questions that animate core-knowledge research is another equally important 

question: What is the nature of this early knowledge, and where is its place in the architecture of the mind? 

We believe there is now substantial evidence for a heterodox answer. Having assembled and examined 

findings on both infants’ early representations and adults’ perception, the consistent alignment of these two 

sources of evidence — across diverse domains of core knowledge — is, in our view, too consistent and too 

striking to be coincidental. The most compelling and parsimonious explanation is that much of core 

knowledge is a part of perception itself.   
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